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ABSTRACT

The present study is concerned with an assessniemnstraint effects in the probabilistic assessnuén
cleavage fracture in ferritic steels. For this s a variety of fracture mechanics specimens aiitbrent
geometries, overall sizes and crack depths isdesid assessed according to the master curve doftcsp
observed that the choice of the specimen has mdisiffect on the reference temperatiire The crack
front constraint situation of the different specimigpes is quantified in terms of different two @aeter
concepts including thi€-Tgess J-Q, J-A; andJ-h approaches. The inclusion of higher order ternabkss an
improved description of the mechanical fields ia thicinity of the cleavage origin ahead of the krfont.
Their effect on the fracture toughndsgg for brittle failure within the master curve contean be included
by an appropriate shift of the reference tempeeatur

1 INTRODUCTION

The brittle failure of ferritic steels by intergmw@ar or transgranular cleavage is a stochastic
phenomenon since cleavage failure emanates fronk wpats such as grain boundaries and
inclusions which are stochastically distributedhivitthe material. For an appropriate assessment
accounting for the stochastic nature of the cleavaigcess, a number of probabilistic fracture
models has been developed which can be groupetbiaband global approaches.

Local models such as the well known Beremin [2] elaghd its variants or the more recent
model proposed by Faleskog et al. [4] are baseefffestive field parameters computed from the
local mechanical fields in the vicinity of the ckafront such as the Weibull stresg or similar
gquantities. Advantage of the local approachesasttiey are based on the mechanical situation in
the entire cleavage process zone and thus mighidie¢he effects of stress variations within the
highly stressed volume in a natural manner.

On the other hand, macroscopic probabilistic modb@lsed on a global fracture parameter
might be numerically more efficient. The most im@aot macroscopic probabilistic fracture
model is the master curve concept according to iWE8] which is also incorporated into ASTM
Standard E1921 [1]. This approach uses the stnémssity factoK; computed from thé-integral
as a fracture parameter. For the correspondinguidoughnesk,., a three parameter Weibull
distribution is assumed in order to account for 8techastic nature of cleavage fracture.
Temperature effects are included by the assumptiahthe median fracture toughness can be
described by a “master curve” with a similar shigreall types of ferritic steels where a reference
temperaturdy is the only material dependent parameter.

The adoption of the stress intensity factoror the J-integral as a fracture parameter is
motivated by the fact that these parameters goterriirst (dominant) term of the expansion of
the elastic crack tip field or the elastic pladi®R field. Thus, they quantify the mechanical
fields directly ahead of the crack front in a urdquanner. On the other hand, it is experimentally
observed that cleavage fracture originates not fileencrack front itself but from a point in the
ligament ahead of the crack front. At this poiht singular parts of the respective crack tip feld
are not necessarily dominant and the higher oetend in the expansion of the mechanical field
might have a distinct effect on the stress statbeatleavage origin. To include this effect irte t
master curve approach, Wallin [9] has suggestégacontrolled linear shift of the master curve
reference temperature.

In the present study, the effect of the intensifiggssand A, of the second terms in the
Williams expansion and the corresponding expansibithe HRR field on the master curve
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Figure 1: Experimental results.

reference temperaturg, are investigated. As an alternative, t@eparameter and the stress
triaxiality coefficienth are considered to quantify the crack front comstigituation.

2 EXPERIMENTAL INVESTIGATION

For the investigation of the effect of the higheder terms in the expansion of the mechanical
fields on the reference temperatlrigin the master curve concept, an experimental progs
performed. The material investigated is a non iat&d German 22NiMoCr3-7 rector pressure
vessel steel. The basic mechanical characterizafitime material in terms of its elastic constants
and its yield curves is performed using round lertzars tested at different temperatures.

Subsequently, the fracture toughness of the méisridetermined using a variety of fracture
mechanics specimens including Charpy size SE(B1AGpecimens with three different crack
depths &w= 0.51,a/w= 0.18 anda/w = 0.13), C(T) specimens with different sizes (C(%)ahd
C(T) 50, both witha/w = 0.51) as well as center cracked CC(T) 100 specdméth 2a/w= 0.51.

All specimens are tested displacement controlledkeumuasi static loading conditions. The test
temperatures are varied over the range fibm-120°C toT = 0°C. The fracture toughness is
determined according to ASTM Standard E1921 [1]r Hee shallow cracked SE(B) 10x10
specimens, the plastic correction factor in theraximate formulae given in ASTM E1921 [1] is
adjusted such that the obtained approximationHeraveragea-integral matches with the value
obtained from a finite element analysis of the {gse Section 3) using its definition as a path
independent integral around the crack front. Tlaetfrre toughness for the CC(T) specimens is
obtained in a similar manner. All experimental tesare corrected to a crack front length of
B = 25 mm as required in ASTM E1921 [1].

The experimental results are presented in Fig ke Tiaster curve reference temperature
obtained from the high constraint specimen perohitte ASTM E1921 [1] is determined to be
To =-63.7°C. It is observed that although the 5% @b% curves cover most of the experimental
results, a significant amount of data points is ecmtered. Especially, fracture toughness values
K, obtained from the CC(T) 100 specimens testel=at90°C as well as the fracture toughness
values obtained from the shallow crack SE(B) 10specimens witha/w= 0.13 exceed the
prediction of a failure probability d¥ = 95% as predicted by the master curve concept.

3 TWO PARAMETER CONCEPTS

A possible explanation for the outlying data poiint$-ig. 1, especially in case of the CC(T) 100
specimens and the shallow crack SE(B) 10x10 specimis the different stress state in the
vicinity of the crack front of these specimen typesnpared to the deep crack bend bars and the



compact tension specimens. In order to quantify difect, a detailed three dimensional elastic
plastic finite element analysis of all tests isfpened. From the results of the simulation, the
secondary fracture parameters for a variety ofja@meter concepts are determined.

The most important two parameter concept is thetiel&-T.ss cOncept (see e.g. Du and
Hancock [3]), where the asymptotic crack tip stifeedd is assumed to be given by
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where the fracture toughnelkgogether with thd,.ssform the two parameter fracture toughness
locus. Advantage of this concept compared to thieesponding one parameter concept in terms
of K only is that the area of dominance for the asytiptrack tip field is extended. Within the
present studyTgyessat fracture is determined from an elastic finiiengent analysis with the same
external load level as the critical load level mead in the experiment.

The elastic plastic equivalent to the elaslidyessconcept is thd-A, concept (see e.g. Yang
et al. [10]). Within this concept, the expansiortlid HRR field is extended up to the third term so
that the plane strain crack front stress fieldograximated by
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where A; is related to thel-integral ands; is the HRR singularity exponent. The secondary
fracture parametek; is determined by a comparison of the elastic lastess fields obtained in
the ligament with the fields predicted by Eq. (8ng the method presented by Nikishkov [6].

Whereas both th&-Tg.ssand thel-A, concepts use rigorous mathematical formulatiams, t
J-Q concept (see e.g. O'Dowd [7]) simply employs tifeedence

q=%" Ty9 (3)

of the crack front stress fielgl,, obtained in a finite element simulation and a nerfee stress
field GW’Ef. Throughout the present study, the stress diftergrmare evaluated in the ligament at a
distance of = 2J/6, ahead of the crack front. The reference stress ifiea plane strain field for
the problem of a semi infinite crack in an infiniteedium with the same material properties as for
the material used in the experiments. The referet@ss field is determined numerically in a
boundary layer analysis under prescribed displan&snaccording to the critical-integral
obtained in the corresponding fracture experim@divantage of the)-Q concept is that it can
address both, the in-plane constraint due to avafgmorigin at a finite distance ahead of the crack
tip as well as the effect of constrained transveefermation along the crack front. Disadvantage
of this concept is its lack of a rigorous mathegatfoundation.

Alternatively to the concepts mentioned previoushg, stress triaxiality coefficient
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is often employed to quantify the deviation of tnack front stress field for the considered crack
two or three dimensional crack configuration fromsaresponding plane strain reference stress
field governed by the stress intensity fadfoor theJ-integral. The stress triaxiality coefficient is
evaluated at the same position as used in thendigi@ion ofQ.

e

4 RESULTS

The different two parameter fracture concepts ohioed in Section 3 are now applied to the

experimental database from Section 2. In Fig 2s#mondary fracture paramet@g.ss A», Q and

h for all fracture mechanics specimens tested agsamted as a function of the respective test
temperaturd. In all cases, a distinct separation of the différspecimen geometries is observed,
where the C(T) 25 and C(T) 50 specimens featurelatgest values of all secondary fracture

parameters followed by the deep cracked SE(B) 1@pEg@imens. The lowest valuesTgfess Ao,
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Figure 2: Secondary fracture parameter in deperdendemperature.

Q and h are obtained with the CC(T) 100 and the shallowackr SE(B) 10x10 specimens
respectively. Thus, the secondary fracture parase@n be used to quantify the differences in
the crack front fields corresponding to the différepecimen geometries at equivalent load levels.
In case of the C(T) and CC(T) specimens, a distewiperature dependenceT@f.ssis observed
where the level increases with increasing test &xatpre. SinClgessiS proportional taK, this
effect is actually a load level effect due to theréasing load levels reached in tests at incrgasin
temperatures. Similar effects are observed in tarinise Q parameter. As in terms of the fracture
toughnes¥K,, no difference between the results based on th¢ ZK specimens and the results
based on the C(T) 50 specimens is observed.

In order to investigate the effect of the secondagture parameterfyess A2, Q andh on the
master curve reference temperatilige an individual reference temperature is computedafl
tests performed. In Fig 3, the results are predenpdotted versus the secondary fracture
parameters. For all four secondary fracture pararseta similar effect is observed where the
master curve reference temperatligelecreases with decreasing values of the secorfidatyre
parameter and thus with decreasing constraint lefviiie respective specimen geometry. Due to
the stochastic nature of cleavage fracture, andisticatter of the results is obtained. Nevertlseles
the trend is clearly visible in all cases. Fgfess< 0, Wallin [9] has suggested a linear function
To = 0.1°CTgesfMPa to describe the dependence of the master ceference temperatuiig on
Tsress It IS observed in Fig 3 that this approximatisnclose to a linear regression of the results
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Figure 3: Constraint effect on master curve refeegemperature,.

although the slope of the linear regression fumctmoless steep than the slope of Wallin's [9]
approximation since the experimental data in thatpe Tgessfrange is found mostly below this
function. A similar regression analysis by means t#ast square minimization can be performed
for the other two parameter concepts. In cas@,pthe scatter of the results is too large for a
proper linear regression analysis. Therefore, meecis presented in this case.

The effect of the secondary fracture parameterghenreference temperature suggests a
constraint correction of the test data where thaahd¢est temperaturgis replaced by a constraint
corrected temperaturd =T — (6Ty/6X) X where X can be any of the secondary fracture
parameters. In Fig 4, the temperatures of all émpertal data points have been adapted in this
sense, usin@ as a constraint parameter. The master curve refetemperature is determined as
To = -65.8°C. In theQ-corrected representation, nearly all experimedédh points are found in
between the 5% and 95% fractiles. The only excaptiare six points which are found rather
close to this range. Since 10% of the total datatbebe expected below or beyond the 5% and
95% fractiles, the correction approach can be deghas clearly justified by the test data.

5 CONCLUSION

The present study is concerned with the effecthefdecondary fracture parameters in different
two parameter fracture concepts on the master cufezence temperature. It is observed that
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Figure 4:Q-corrected experimental results.

differences in the fracture toughness obtained fi@oture mechanics specimens with different
geometries can be explained in terms of the secygridecture parameters. To include the effect
into the master curve concept, a constraint camecshift of the actual test or service
temperatures is proposed. Nevertheless, a deepestigation using additional specimen
geometries and sizes is required for a furtherfieation of this approach in engineering
application.
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